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7 ABSTRACT | Smart grids are electric networks that employ

8 advanced monitoring, control, and communication technolo-

9 gies to deliver reliable and secure energy supply, enhance

10 operation efficiency for generators and distributors, and pro-

11 vide flexible choices for prosumers. Smart grids are a combi-

12 nation of complex physical network systems and cyber

13 systems that face many technological challenges. In this pa-

14 per, we will first present an overview of these challenges in

15 the context of cyber–physical systems. We will then outline

16 potential contributions that cyber–physical systems can make

17 to smart grids, as well as the challenges that smart grids pres-

18 ent to cyber–physical systems research. Finally, implications

19 of current technological advances to smart grids are outlined.
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23 I . INTRODUCTION

24 The greatest discovery of the 19th century was that of

25 electricity which has led to revolutionary progression in

26 our society and economy. Electricity became a funda-

27 mental form of energy carrier easier to transmit over

28 long distance than any other form, and it has become es-
29 sential to our social and economic activities. The electric

30 grids, which are essentially massive interconnected phys-

31 ical networks, are the infrastructure backbone for energy

32 supply and use of today [1].

33In recent years, there have been increasing demands

34for cleaner energy generation and more efficient use of

35energy due to environmental concerns as well as limited

36availability of nonrenewable energy sources such as coal,

37gas, and oil. The 2014 World Energy Outlook Report [2]

38indicates that the global energy demand is set to grow by
3937% by 2040, and energy efficiency is critical to relieve

40pressure on energy supply while accommodating increas-

41ing demands without severing the environments. While

42renewable energy (RE) sources such as hydro, biomass,

43solar, geothermal, and wind are in abundance, they are

44much harder to harvest. Advanced technologies are

45needed in order to make these energy supplies more reli-

46able and secure. Internationally, governments of many
47countries have adopted/are adopting new energy policies

48and incentives, and larger scale deployments of smart

49technologies are now in place. In the United States, the

50all-of-the-above energy strategy has been launched by

51President Obama. RE generation from wind, solar, and

52geothermal sources has doubled since 2008, and a 20%

53RE target by 2020 has been set [3]. In Europe, a 20% RE

54target by 2020 has also been set by the European Com-
55mission [4]. In China, a 15% RE target was set to achieve

56by 2020 [5], and an even more ambitious target of 86%

57RE by 2050 has just been set by the Chinese Govern-

58ment [6].

59All the above require a revolutionary rethinking of

60how to supply and use electric energy in a more effi-

61cient, effective, economical, and environmentally sus-

62tainable way. Smart grids (SGs) are such a new paradigm
63for energy supply and use in response to the aforemen-

64tioned challenges. They aim to intelligently integrate the

65behaviors and actions of all the stakeholders in the en-

66ergy supply chain to efficiently deliver sustainable, eco-

67nomic, and secure electric energy, and ensure

68economical and environmentally sustainable use. Key to

69the success of SGs is the seamless integration and inter-

70action of the power network infrastructure as the
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71 physical systems, and information sensing, processing,
72 intelligence, and control as the cyber systems. Further-

73 more, the emerging new technology platform, called

74 cyber–physical systems (CPSs), is exactly the answer to

75 address the particular integration and interaction issues

76 in SGs, focusing on effective and efficient interaction be-

77 tween and integration of physical systems and cyber sys-

78 tems. Adopting CPS technologies in SGs will make them

79 more efficient in operations, more responsive to prosu-
80 mers, more economically viable, and environmentally

81 sustainable. Furthermore, the peculiar characteristics

82 of SGs will present new challenges to the development

83 of CPSs.

84 In this paper, we will first give an overview of these

85 challenges in the context of CPSs. We will then outline

86 potential contributions that CPSs can make to SGs, as

87 well as the challenges that SGs present to CPSs. Finally,
88 implications of current technological advances to SGs

89 will be outlined.

90 II . SMART GRIDS

91 The term smart grids (SGs) has been widely used with

92 different definitions and meanings. Essential to the SG

93 definitions is the integration of enabling ICT and other
94 advanced technologies with the large-scale power net-

95 works to enable electric energy generation, transmission,

96 distribution, and usage more efficiently, effectively, eco-

97 nomically, and environmentally sustainable. The U.S.

98 National Institute of Standards and Technology provides

99 a conceptual model which defines seven important do-

100 mains: bulk generation, transmission, distribution, cus-

101 tomers, service provider, operations and markets. In the
102 United States, the meaning of SGs is broad, referring to

103 the transformation of the electric industry from a cen-

104 tralized, producer-controlled network to one that is

105 more consumer interactive [7]. In Europe, SGs refer to

106 broad society participation and integration of all Euro-

107 pean countries [8]. In China, SGs refer to a more physi-

108 cal-network-based approach to ensure energy supply is

109 secure, reliable, more responsive, and economic in an
110 environmentally sustainable manner [9]. Recently, sig-

111 nificant attention has been paid by the Chinese Govern-

112 ment to leverage the infrastructure to bring more

113 socioeconomic benefits, and furthermore, introduce a

114 market-driven national demand-side management frame-

115 work and system [10].

116 The structure of SGs is depicted in Fig. 1, where it

117 can be seen that there are many stakeholders and players
118 in the highly networked and large-scale system [1]. In

119 IEEE Grid Vision 2050 [11], the broad expectation of SGs

120 is to have operations and control spread to the entire

121 power systems encompassing all the present and future

122 power technologies to enable bidirectional power flows.

123 The future requirements of greater flexibility, porta-

124 bility, safety, and security of energy supply and usage

125through SGs require a rethinking of how to interact be-

126tween the power networks, the cyber systems, and users.

127Greater cooperation and interaction between physical

128systems (power network infrastructure) and cyber sys-
129tems (ICT and advanced technologies) are a must. The

130technical challenges that must be addressed include in-

131termittency of RE generation that affects electricity qual-

132ity, large-scale networks of small distributed generation

133mechanisms, such as photovoltaic (PV) panels, batteries,

134wind and solar, plug-in hybrid electric vehicles (PHEVs),

135and uncertainties incurred due to introduction of energy

136market mechanism.
137One key characteristic of power usage is the signifi-

138cant difference between the peak and average demands

139of electricity. For example, the ratio of peak and average

140demands in Australia reached around just less than 50%

141between 2013 and 2014 [12]. Reducing peak usage would

142increase the capacity of the energy supply with more

Fig. 1. Smart grid.

Fig. 2. CPS framework. AQ2
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143 margins to accommodate higher energy needs without
144 building new power generation plants. Another way is to

145 reduce the unnecessary waste, for example, the long dis-

146 tance transmission of electricity, which accounts for a

147 substantial portion of energy generated. This supports

148 the argument of embedded generation and siting genera-

149 tors close to the point of consumption (a concept usually

150 called “distributed generation”). Another issue is how to

151 use ICT and other advanced technologies to enhance effi-
152 ciency of energy use, such as smart meters, telecommu-

153 nication technologies for sensing, transmission, and

154 processing information relating to grid conditions. To ad-

155 dress the above issues, several key technological advances

156 are required. 1) Control mechanisms need to be distrib-

157 uted, enabling lower communication needs if grid com-

158 ponents such as source, loads, and storage units can be

159 controlled locally or can make some decisions by them-
160 selves. 2) There should be a relatively accurate predic-

161 tion of demand at the distribution level, estimating

162 demand in any part of the grid a few hours or days in ad-

163 vance. 3) There should also be a relatively accurate esti-

164 mation of energy generation from RE sources such as

165 solar panels and wind turbines. This requires linkage

166 with weather forecasting, so intermittent energy sources

167 can be smoothly integrated with the grid. 4) Peak de-
168 mand should be reduced to achieve a more efficient grid

169 through methods such as load shedding, intelligent load

170 management, and dynamic pricing. 5) Advanced energy

171 storage technology is also needed that helps shave peaks

172 in energy demands.

173 All the above issues and challenges require a holistic

174 systematic approach to deal with. CPSs provide such a par-

175 adigm that can help resolve them in a systematic way. In
176 the following, we will discuss their applications in SGs.

177 III . CYBER–PHYSICAL SYSTEMS

178 The term of cyber–physical systems (CPSs), coined in

179 2006 by the U.S. National Science Foundation, describes

180 essentially a broad range of complex, multidisciplinary,

181 physically aware next-generation engineered systems that
182 integrate embedded computing technologies (cyber part)

183 into the physical world. The U.S. vision of CPSs is more

184 concentrated on connection between embedded systems

185 and the physical world, while the European version high-

186 lights interaction with the cloud/cyberspace and human

187 factors [13]. In China, CPSs refer to a large-scale, embed-

188 ded, hybrid complex system focusing on integration of

189 sensing, processing, intelligence, and control as a whole.
190 Over the last few years, significant progresses have been

191 made in CPSs, driven mainly by three emerging trends,

192 namely, device/data proliferation, large-scale integration,

193 and autonomy [14], even though there is still a long way

194 to go to reach its full potential.

195 There have been fast developments in systems sci-

196 ence and engineering for dealing with system analysis

197and synthesis such as sensing, modeling, and control, as
198well as computer science and engineering in program-

199ming, real-time computing, visualization, embedded de-

200sign, and modeling formalisms and verification tools

201[15]. Systems science and engineering methods and tools

202excel at dealing with temporal information while com-

203puter science and engineering are good at dealing with

204large-scale spatial information at ease. CPSs will bring

205these two fields together to deal with modern industrial
206problems which are high in dimension and complexity

207and require time-critical responses.

208Bridging the systems science and engineering and the

209computer science and engineering for CPS development

210faces significant technological challenges which are sum-

211marized in the following two key aspects [15], [16].

212• Architecture and design. To enable seamless inte-

213gration of control, communication, and computa-
214tion for rapid design and deployment of CPSs,

215architecture and design are essential for infra-

216structure. Examples include communication in-

217terfaces between power networks and cyber

218systems, allowing heterogeneous systems to be

219composed in a plug-and-play fashion, and massive

220proliferation of technology and development of

221the cyber systems. Standardized abstractions and
222architectures that permit modular design and de-

223velopment of CPSs are urgently needed. Further-

224more, design methodology and tools are needed

225to support system and network specifications, in-

226teroperability, hybrid and heterogeneous models,

227and modeling and analysis. Cybersecurity is an-

228other important issue for CPSs, given the inti-

229mate integration of cyber systems and physical
230systems where the processes and mechanisms for

231computing devices such as computers, smart-

232phones, computer networks, and smart meters

233are essential, hence requiring protection from un-

234authorized access and change. New architectures

235and techniques are needed to ensure confidential-

236ity, integrity, and availability of data, as well as

237protection of assets and humans.
238• Information science and engineering. Seamless

239integration and interaction between cyber and

240physical systems demand information sensing,

241processing, intelligence, and control to be deliv-

242ered fast and in real time. The proliferation of

243cost-effective sensors such as smart meters results

244in very large volumes of data streams which must

245be processed fast and efficiently in order to be
246useful for decision making and control, especially

247for the transient processes in SGs. The traditional

248centralized paradigms for computation, informa-

249tion intelligence acquisition, and control are not

250suitable for delivering fast real-time actions. Dis-

251tributed computation, information intelligence,

252and control mechanisms, subject to network-
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253 based uncertainties, must be adopted in order for
254 distributed decision making, which is especially

255 critical for the SGs. Information sensing, process-

256 ing, intelligence, and control are at the heart of

257 all the operations.

258 SGs involve many stakeholders, from generator to

259 distributor and prosumer in an interconnected world of

260 social, economic, and technological environments. The

261 increasing complexity of and connectivity between com-
262 ponents such as smart meters, solar panels, wind tur-

263 bines, and their sheer numbers require rethinking of

264 how to analyze and design the CPS aspects of the SG.

265 The applications involve components that interact

266 through complex, highly interconnected physical envi-

267 ronments. In the following, we will discuss the SG devel-

268 opments from a CPS viewpoint.

269 IV. SG: A CPS PERSPECTIVE

270 SGs integrate the physical systems (power network infra-

271 structure) and cyber systems (sensors, ICT, and advanced

272 technologies), and exhibit characteristics typical of CPSs,

273 such as [17]:

274 • integration of real and virtual worlds in a dy-

275 namic environment where situations from the
276 physical systems are fed to CPS control centers as

277 input and help adjust the simulation models to

278 influence how the physical systems perform in fu-

279 ture times;

280 • dynamic connections and interactions between

281 components in both physical and cyber systems

282 through communication networks (e.g., ad hoc
283 networks) where timely responses are essentially
284 in their dynamic cooperation;

285 • real-time parallel computation and distributed in-

286 formation processing of big data and data streams

287 required in order to help deliver timely decisions

288 for SG operations across transient, distribution,

289 and scheduling layers through the CPS;

290 • self-adaption, self-organization, and self-learning

291 by which the CPS can respond to faults, attacks,
292 and emergencies, in order to enable SG resilience

293 and secure and safe energy supply.

294 An open question is whether all the currently avail-

295 able CPS technologies are readily applicable. The answer

296 is not directly either “yes” or “no.” The core issue is how

297 much integration between the cyber systems and the

298 physical systems there should be. Often, cyber technolo-

299 gies such as communication networks and sensing de-
300 vices are fixed on power systems without tailoring them

301 to suit power system characteristics; a lot of calibration

302 and patching fixtures are usually required to allow them

303 to function together to meet the stringent SG safety and

304 security requirements. For example, telecommunication

305 protocols for wireless communication networks are used

306 for retrieving measurements from smart meters installed

307with SIM cards and operated through public communica-
308tion networks. This makes the data sensing prone to con-

309gestion, hindering decision making based on smart

310metering data (e.g., energy consumption reading from

311millions of meters at the same time) when there are

312competing demands on communication times during

313peak hours. Another example is the distributed control

314over communication networks which falls victim to com-

315munication time delay, packet dropouts, and packet er-
316rors, severing the control performance, and in the worst

317scenarios, causing the power network to collapse.

318A seamless integration between these two (cyber and

319physical) systems will bring enormous benefits to SGs,

320just like what mechatronics brought to the car

321manufacturing industry where a blend of mechanical,

322electrical, telecommunications, control, and computer

323engineering delivers much simplified mechanical design,
324rapid machine setup, rapid development trials, optimized

325performance, productivity, reliability, and affordability.

326There are peculiar characteristics of power systems

327that other physical systems do not have which pose new

328challenges to CPS. Energy network systems require time-

329critical, highly connected components to work together

330in real time to achieve system stability, well-regulated

331voltage and frequency, and fast response when new en-
332ergy needs are demanded. All these are done subject to

333various external uncertainties and disturbances. This is

334particular so for SGs when demands from RE sources are

335sought which are subject to uncertain weather condi-

336tions. A good comparison is with the acrobatic troupe

337performing cycling on stage from which similar charac-

338teristics can be drawn. In this team activity, real-time dy-

339namic balancing, coordination, and cooperation between
340participants must be controlled optimally and distributed

341in order to successfully follow a performance routine de-

342signed a priori. In SGs, the connectivity and interdy-

343namic reliance for maintaining network stability and

344functionality are more crucial than any other engineered

345networks such as logistic and transport networks, and

346even communication networks where a sudden drop of

347mobile coverage could occur at any time when there is
348traffic congestion. Such incidents have to be allowed AQ3in

349SGs as time-critical control must be executed and stabil-

350ity be maintained in order to have uninterrupted energy

351supply regardless of uncertainties and disturbances.

352These stringent engineering requirements do beg for a

353conservative approach to design and management, allow-

354ing substantial redundancies which may not be neces-

355sary. CPSs can help reduce the redundancies while
356retaining the stability and functioning of the SG.

357In order to improve cyber–physical relationship in

358SGs, five key functionalities are required [13], namely,

3591) high dependability so that the system has to be repaired

360in a simple and timely manner when a fault occurs,

361maintaining accessibility even the fault occurs, while at

362the same time not causing any harm when some part is

4 Proceedings of the IEEE |

Yu and Xue: Smart Grids: A Cyber–Physical Systems Perspective



IEE
E P

ro
of

363 malfunctioning; 2) high reliability in open, evolving, and
364 uncertain environments, so that the system can continue

365 to operate even in the presence of failures without fun-

366 damental changes to its original configuration; 3) high

367 predictability which guarantees the specified outcomes

368 within the time span it is required to operate accurately;

369 4) high sustainability embedded with self-healing and

370 adjusting mechanisms and adapting to changing environ-

371 ments; 5) high security so that the system has adequate
372 means to protect itself from unauthorized access and

373 attack; and 6) high interoperability which enables the

374 system to provide or accept services conducive to effec-

375 tive communication and interoperation among system

376 components.

377 There have already been some attempts to address

378 the particular issues associated with the relationship be-

379 tween SGs and CPSs. The name of cyber–physical energy
380 systems (CPESs) has been used in [18] where integration

381 of SGs and CPSs has been discussed from different an-

382 gles. For example, the cosimulation environment of

383 CPESs was proposed in [19], the communication mecha-

384 nism for CPESs was discussed in [20], and a modeling

385 analysis and control framework was proposed in [21].

386 However, in this paper, we will treat SGs and CPSs as

387 two separate entities and examine the interplay and in-
388 teraction between them, posing emerging mutual chal-

389 lenges to both fields.

390 In the following, we will outline the progresses and

391 challenges in the two key broad aspects, namely, archi-

392 tecture and design, and information science and engi-

393 neering. Fig. 3 depicts the general framework and angles

394 that we will take to facilitate our discussions.

395 A. Architecture and Design
396 Architecture and design are concerned with how to
397 construct the fundamental CPS infrastructure and de-

398 velop design methodologies based on CPS principles so

399that the CPS can function seamlessly. Their key aspects
400are discussed below.

401Architecture and Abstraction: The physical infrastruc-

402ture of power network systems demands high safety and

403reliability which are different from general purpose

404computing facilities. Furthermore, their physical charac-

405teristics make them very different from the object-

406oriented software components [22]. In order to have
407seamless integration of control, communication, and

408computation for rapid design and deployment of CPSs

409in SGs, there should be CPS architectures that are de-

410signed specifically for interfaces between power net-

411works and cyber systems, allowing heterogeneous

412(dynamic) systems to talk to each other in a timely fash-

413ion and work together effectively in uncertain and

414sometimes highly unpredictable environments. Software-
415based systems must work reliably and predictably under

416these circumstances with concurrency which is a critical

417element of SGs. Common computing languages such as

418C can ensure the work is done right but timing is not

419in the semantics of C which may result in a failure of

420control action if the timing deadline is missed. Further-

421more, most software platforms designs do not have tim-

422ing properties from all higher abstractions [22].
423Fundamental rethinking of computer architectures and

424taking consideration of characteristics of power systems

425is needed. CPS requires a unified standard framework

426under which the physical systems, communication pro-

427tocols, computing languages, and software and hardware

428interfaces, which are all subject to standards in their

429own fields, can work together. In order for the CPS to

430operate seamlessly in SGs, an integrated modeling ap-
431proach is required so that the physical system compo-

432nents (power system models) and the cyber system

433components (communication networks and sensing

434models) can be united under one framework and an

435overall control strategy can be developed. For SGs, such

436a CPS standard framework should also consider real-

437time responses of system transients which impose more

438stringent requirements [21].

439Communication Technologies: Communication technolo-

440gies are vital for efficient and effective interaction be-

441tween the physical systems and the cyber systems. It is

442even more so for SGs as real-time distributed sensing

443and control (e.g., at the transient level) are critical for

444time-critical optimal performance. Two basic aspects of

445communication, namely, space and time, referring to the
446communication distance and time taken for transporta-

447tion of information, should be considered when develop-

448ing SG-tailored communication techniques at different

449levels, such as home area network, neighborhood area

450network, metropolitan area network, and wide area net-

451work [23]. Key factors impacting real-time performance

452of SGs, especially in the transient layer, are time delays,Fig. 3. SG from a CPS viewpoint.
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453 packet errors and drops, and queuing delays. Some work
454 has already been done in this direction, for example, in

455 [20], an on-demand communication strategy was pro-

456 posed to provide real-time tracking of dynamical systems

457 and an embedded simulation environment created to syn-

458 chronize with the dynamical system to inspect communi-

459 cation vulnerabilities. Given the trend of market-driven

460 energy supply and demand in the future, competition and

461 “game playing” between various market participants may
462 result in severe network congestions such as those oc-

463 curred in India in 2012 [24]. The communication tech-

464 nologies as a whole need to be examined and improved

465 upon in order for them to be used in real-time dynamic

466 environments of SGs.

467 Modeling and Simulation: To support system and net-

468 work specifications, interoperability, hybrid and hetero-
469 geneous modeling and operations, and modeling and

470 simulation tools are critical to ensure that the large-scale

471 network CPSs of SGs can operate seamlessly and compo-

472 nents can cooperate with each other. Future SGs will de-

473 liver reliable, affordable, open, and user-friendly options

474 for energy and utilization, which can be either large-

475 scale and massively distributed bases in far distances or

476 small-scale but widely distributed sources, supporting
477 various energy demands from electric vehicles, energy

478 conservation, and market participation. This requires

479 multidisciplinary work involving uncertainty analysis,

480 risk management, system security, and economic coordi-

481 nation [21]. New developments in reducing power con-

482 sumption and spare capacity saving, including

483 economical and effective management of massive storage

484 of electricity, multi-dc transmission and large-scale alter-
485 nating current/direct current (ac/dc) mixed-mode power

486 networks, and wide applications of power electronic

487 equipment require effective operation and control [19],

488 demanding a new integrated modeling and simulation

489 environment which is able to handle modeling to simu-

490 late the large-scale system.

491 So far, the boundary conditions for power network

492 analysis, namely, the operating conditions and the distur-
493 bances, are provided based on offline experiences, and

494 therefore cannot be set in a realistic way according to

495 the revolutionary trends of external nonelectrical sys-

496 tems. This not only limits the advancement of early

497 warning times, but also limits the adaptability of predeci-

498 sion about external environments. Future power network

499 analysis needs to consider energy and environment as a

500 whole. A physically secure power network can be unreli-
501 able due to the restrictions on emission, primary energy,

502 and energy market. Preventing large-scale blackouts re-

503 quires a harmonic coordination of many factors, includ-

504 ing energy resources, financial systems, communication

505 networks, transportation, and goods supply networks

506 [25]. A new generation framework is needed for model-

507 ing and simulation of future SGs.

508Cyber Security: Most CPSs are safety critical, and any
509misbehaviors due to random failures and deliberated at-

510tacks would have detrimental effects [26]. In SGs, ad-

511vanced technologies such as phasor measurement units

512(PMUs), wide area measurement systems, substation au-

513tomation, and advanced metering infrastructure (AMI)

514are being adopted, which present an even more in-

515creased dependency on cyber resources in real time

516which may be vulnerable to attacks [27], especially those
517sophisticated ones targeting real-time industrial control

518systems. The development of a trustworthy SG requires

519better understanding of cyber–physical relationships in

520order to detect, prevent, and mitigate the cyberattacks.

521In computer networks, intrusion detection systems

522(IDSs) are the main security tools to capture, monitor,

523and detect various types of attacks. There are two main

524types of detection, the host-based IDSs and the network-
525based IDSs, where the former rely on known attacks

526with regular software updates and patching with the lat-

527ter monitoring the network traffic dynamically to detect

528any suspicious and unknown attacks [28]. Extending the

529existing IDS techniques to CPSs, especially SGs, is very

530challenging. The existing IDS techniques are not

531equipped to handle the large-scaleness of the system,

532time-critical information exchange, and distributed and
533hierarchical nature of information management in CPSs.

534This will become even more a problem for SGs which

535demand real-time noninterrupted communications to ex-

536ercise sensing, processing, and control especially for the

537transient stability of the SG. In [29], a security frame-

538work has been proposed to achieve a self-healing SG

539which involves prevention, detection, response, recovery,

540and communication for cyberattacks. It aims to enable
541real-time monitoring and reaction, anticipation, and

542rapid isolation so the SG can self-heal quickly without

543significantly interrupting the energy supply and use. En-

544abling technologies and methods are needed to realize

545this framework.

546B. Information Science and Engineering
547SG is highly complex, nonlinear, and dynamical in
548which monitoring and control are the key to enable self-

549healing, self-organizing, and self-configuring capabilities.

550This requires much more efficient information (signal)

551sensing, transmission, and synthesis. The existing tech-

552nologies for monitoring, assessment, and control were

553predominantly developed during the mid-20th century

554and the grid operations are rather reactive, with a num-

555ber of critical tasks performed by human operators based
556on the raw data presented and past experiences [30].

557Challenging issues include automated acquisition of field

558information for timely operational decision making and

559presentation to users in a compelling and informed way.

560This all becomes even more critical as the information

561available continues to grow exponentially with more and

562more sensors/meters installed. Furthermore, control
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563 centers in the current industry are set to receive mea-
564 surements from sensors that interact with field devices

565 (transmission lines, transformers, etc.). The algorithms

566 running in the control centers process these measure-

567 ments to make operational decisions. Such operations

568 would not be feasible in the new operation environments

569 for SGs.

570 Increased complexity compounded by the distributed

571 nature of RE impacts real-time performance which is a
572 bottleneck in deriving just-enough and just-in-time infor-

573 mation for SG to operate efficiently [1]. The intermittent

574 availability of RE requires consideration of the entire op-

575 erational regime to deal with the associated problems such

576 as storages and variable power quality [30]. The bidirec-

577 tional electricity flow in the SG due to intermittent pene-

578 tration of a large number of small generation systems and

579 versatile usages also poses challenges. Traditional state-
580 space-based modeling and control methodologies are no

581 longer suitable for such tasks. A paradigm shift is needed

582 in the way the network is dealt with. In the following, we

583 will discuss computation, intelligence, optimization, and

584 control requirements for SGs.

585 Distributed Computation: Accompanied with the de-

586 ployment of large quantity of smart meters, sensing de-
587 vices across the SGs at different levels of time scales are

588 the big stream (or time-series) data that require to be

589 processed in a timely manner in order to mine informa-

590 tion and knowledge critical for SG operations. Further-

591 more, how to use this information for global optimal

592 control of the SG is an open question. New methods are

593 needed to automate monitoring, assessment, and control

594 of grid operations to meet economic, social, and environ-
595 mental needs. Key tasks involved in SGs include fault

596 and stability diagnosis, reactive power control, distrib-

597 uted generation for emergency use, network reconfigura-

598 tion, system restoration, and demand-side management

599 analysis [31], [32]. These challenges require significant

600 efforts in assessing whether existing theories and tools

601 are adequate and what the limitations are. For example,

602 the rolling out of millions of smart meters in AMI makes
603 it possible to acquire real-time information of energy use

604 (e.g., in 5-min intervals), connect RE to grids, manage

605 power outages and faster restoration, fault detection, and

606 early warning. How to fast process an extremely large

607 volume of data streams (time series), retrieve required

608 data intelligence, identify operational patterns, and con-

609 trol the SG is very challenging. Data mining technologies

610 may be suitable for dealing with the huge dimensions of
611 disperse data sets, but they are unable to deal with the

612 dynamic nature of the metering data in a timely manner.

613 Time series analysis methods may be suitable for dealing

614 with low-dimensional metering data, but they are unable

615 to deal with the huge dimensionality and complexity of

616 the data sets. Bridging these two schools of thoughts to-

617 gether will give rise to efficient and effective data

618sensing, processing, and synthesis methods for SG, for
619example, data stream analysis can be an effective tech-

620nology [33].

621The capacity of a traditional centralized computer in-

622frastructure is such that it can no longer cope with such

623computation requirements. The new generation of com-

624putation platforms such as grid computing [34] and cloud

625computing [35] can be adopted as future computation

626platforms for SGs, which are able to synthesize and har-
627monize various subcomputing tasks undertaken across

628SGs within local computing facilities (even smart meters

629can do some simple computing tasks) to deliver required

630computation and storage power.

631Distributed Intelligence: Recently, the approach of mul-

632tiagent systems (MASs) (or distributed intelligence) is

633shown to be an interesting solution to address the large-
634scaleness of the computational problem in CPS. An agent

635is a software entity that can represent and control a

636hardware component, such as a source, a storage unit, or

637a load. It can communicate and interact with each other

638and its environment, in order to cooperate or compete

639toward local and/or global goals. An MAS consists of a

640group of agents, each of which has a certain intelligence

641capacity, and it is a distributed intelligent agent network.
642Such a method has already been adopted in SG applica-

643tions, for example, in [36], an application of MAS focus-

644ing on distributed state estimation, voltage coordinated

645control, and power flow management was made, which

646provides a high level of efficiency, flexibility, and intelli-

647gence. Future SG requires not only automation of opera-

648tions at the micro-operational levels, but also macrolevel

649of decision making considering broader economic and so-
650cial requirements. Distributed decision support is a key

651in making SGs more responsive to user demands. An-

652other challenge is the lack of industrial grade agent-based

653platforms and integrated design models that are able to

654link the cyber–physical abstraction with the hardware-in-

655the-loop implementation.

656Distributed Optimization: The success of SGs requires
657tighter integration of global optimization and local con-

658trol where global optimization deals with multiple objec-

659tives such as minimum costs of energy production,

660maximum efficiency of electricity use, lest power network

661loss, and minimum carbon dioxide generation. Because of

662the exponentially increased number of equipment, sen-

663sors, and facilities installed and connected to the SG, tra-

664ditional centralized optimization strategies are no longer
665adequate simply due to the computational complexity.

666Distributed optimization should be considered, or even

667hybrid distributed optimization strategies may work well,

668where higher level optimization is done with fewer tim-

669ing tasks (e.g., scheduling) while lower level optimization

670is done within individual devices, each of which has a

671computer to process information locally, and only passes

| Proceedings of the IEEE 7

Yu and Xue: Smart Grids: A Cyber–Physical Systems Perspective



IEE
E P

ro
of

672 on critical information to the upper level. The challenge
673 is how to achieve optimal global coordination by integrat-

674 ing global optimization and local control. MAS can be

675 found useful to deal with the distributed optimization

676 problems by developing communication protocols and

677 rules to enable automatic convergence to global optimum

678 [37], [38].

679 Distributed Control: SG is extremely complex with
680 large numbers of diverse components connected through

681 a vast and geographically extended network. Many of

682 the controls are hierarchical and embedded in the sys-

683 tem. The available control actions are already largely de-

684 termined and have diverse timing, cost, and priority

685 settings for action. The control goals are multiobjective

686 with local and global requirements which vary from sys-

687 tem operating states, for example, normal and insecure
688 states in power systems. There is a need for a high level

689 of distributed global control mechanism which can pro-

690 vide a metaview to coordinate local controllers [39].

691 The control system can synthesize information from

692 physical components, adjust system models through vi-

693 sualization and analysis, and control the components. It

694 can also consult various environmental databases con-

695 cerning weather conditions such as temperature and
696 wind speed to help control energy generation and dis-

697 patch [40]. Control strategies for SGs can be divided in

698 three layers [41], the economic and planning layer, the

699 cyber layer, and the physical and operations layer, each

700 of which requires different time scales to impose con-

701 trols, for example, the transient controllers require mil-

702 lisecond response time while the smart meter at the

703 cyber layer requires less frequent regular reporting
704 times (e.g., every 5 min). The nature of such a complex

705 network in a hierarchical structure with different time

706 scales at different levels poses new challenges for the

707 existing control theory. Control of large-scale systems

708 has been researched for many years. A common philoso-

709 phy is to use a decentralized approach that decomposes

710 the large-scale system into smaller systems based on

711 characteristics of the problem and connectivity between
712 them. This allows distributed control to be formulated

713 based on local states and feedback while considering

714 global influence [42]. An application in large-scale

715 power systems can be found in [43]. Another effective

716 approach is the distributed model predictive control

717 which considers future trends into control actions [44],

718 [45]. However, most decentralized control methods rely

719 on modeling the systems with full states, which is not
720 feasible in very large-scale network systems such as SGs

721 due to their huge dimensionality and complexity. A new

722 generation of intelligent, adaptive, robust global control

723 strategies is needed to maintain global stability of SG

724 against unexpected uncertainties and disturbances, in

725 combination with wide area information sensing, data

726 mining, and control strategy support.

727V. FUTURE CHALLENGES AND
728OPPORTUNITIES

729In this section, we will outline what we believe the key
730challenges and opportunities facing SGs from CPS per-

731spective, in viewpoints of ecosystems, big data, cloud

732computing, Internet of Things, network science, and leg-

733islation and regulation, respectively. While they are dis-

734cussed individually, they should not be considered in

735isolation. A system of system (or codesign) approach

736should be considered which will deliver optimal total sys-

737tem performance.

738A. An Ecosystem View
739SG developments cannot be done in isolation with

740environmental, social, and economic environments. A

741supply chain management (cross-functional) approach
742needs to be taken. For example, for coal-fired power gen-

743eration, the costs and impact from mining to transport-

744ing, burning, and usage should be considered holistically.

745For solar panels, the costs and impact for their

746manufacturing from raw materials mined should also be

747considered. All these can be considered in a framework

748of “ecosystem,” which is commonly defined as an ecolog-

749ical community interacting with the environment as a
750function unit [46]. Its principles can equally apply to

751SGs, treating it within its environments as an ecosystem

752consisting of many networked and interconnected ele-

753ments of different life cycles, from raw materials to end-

754user consumption, and from physical systems to cyber

755systems and social–economic systems. Designing such a

756large-scale system requires a holistic approach taking

757consideration of entire life cycles of individual elements.
758Key elements in ecosystems are self-regulation and con-

759trol through an internal feedback mechanism and resil-

760ience after disturbance, which are also shared by SGs.

761In the future, operations of SGs must also be inte-

762grated with environmental, social, and economic sys-

763tems, as shown in Fig. 4, which can be called energy

764ecosystem. Here the power system refers to the physical

765behaviors to be monitored, controlled, or created. The
766cyber system refers to the advanced embedded software

767and hardware, equipment, and infrastructure for infor-

768mation processing and communication within their dis-

769tributed environments. The society and economy refer to

770the human dimension of participation such as users, ser-

771vice providers, operators, the social dimension including

772community and society, and the economic dimension in-

773cluding energy markets, broader economic environments.
774The nature and environments refer to the environmental

775dimension including impact on flora and fauna, climate

776change, and natural environments. The interfaces refer

777to the communication networks and mediums that en-

778able information flows between these component sys-

779tems. All the key elements need to work together

780concurrently with key functions, namely, information
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781 retrieval, information processing, information intelli-

782 gence, and intelligent control.

783 We believe such an energy ecosystem concept is al-

784 ready beyond what the SG is originally designed for, fo-

785 cusing on closer and more secure interactions between

786 energy, economy, environment, and society. It also builds

787 the safety and security of energy supply and usage on
788 linking the primary energy sources (coal, gas, solar,

789 wind) and energy end usage, helping develop a national

790 strategy for energy security for each country. Such a revo-

791 lutionary approach is being adopted by China’s State Grid

792 to build the next-generation national energy network.

793 This super large-scale CPS of integrated subnetworks of

794 electricity, gas, geothermal, transport, etc., will present

795 more grand technological challenges in information sens-
796 ing, processing, intelligence, and control, as well as archi-

797 tecture and abstraction, communications, modeling and

798 analysis, cybersecurity, and decision support, well beyond

799 the scopes of either SG or CPS, or both.

800 B. Big Data
801 Big data is a term that is being widely used in the

802 data gathering and analytics. While it may have many
803 meanings and interpretations, there are five key features,

804 namely, volume, velocity, veracity, variance, and value

805 [47]. Data captured by smart metering devices such as

806 smart meters exhibit these five typical features. For ex-

807 ample, moving from 1-m reading per month to every

808 5 min would transform into 308 million readings for every

809 million consumers, resulting in a massive volume of data

810 streams to manage. Data analytics capable of near-real-
811 time analysis across large-volume, time-series, heteroge-

812 neous, and autonomous sources would be advantageous

813 for both utilities and users, and if integrated with other

814 information such as consumption data, weather, and var-

815 ious grid behavior-based readings, would help transform

816 high-volume data into actionable insights that are critical

817 for efficient operations of SGs.

818The availability of large volumes of data collected in
819steady streams as well as other ad hoc occurrences such

820as power outages from many regions and localities makes

821it essential to have an integrated view of company data

822and alignment of data across disparate operational groups

823and lines of business. Utilities that build up this capabil-

824ity can gain insight into their operations and assets, en-

825abling them to take proactive action rather than simply

826reacting to events after they happen. Although the in-
827crease in volume, especially in consumption data cap-

828ture, is the most highlighted big data aspect with smart

829meters, other key aspects such as velocity and variance

830are equally important. This is more relevant for data gen-

831erated by sensors and new grid instrumentation. Analyti-

832cal algorithms which can process huge quantities of data

833are available. However, many of them are not able to

834complete such activities in a sufficiently short time
835period to be of practical use in SGs. For example, in

836real-time tasks, such as equipment reliability monitoring,

837outage prevention, or security monitoring, overnight is

838not good enough. In SG environments, data types are not

839necessarily from traditional sources like industrial con-

840trol systems only, but also from security cameras,

841weather forecasting systems, maps, drawings and pic-

842tures, and the web. They are becoming increasingly im-
843portant to utilities as social media and call center dialogs

844are also sources of critical information if considered in

845combination with smart meters and grid generated data

846for decision-making and planning processes [48]. Data

847analytics for those big data issues associated with SGs re-

848quire developments of effective architecture and design,

849time-critical information science and engineering tech-

850nologies with specialized semantics, computation plat-
851forms, and smart algorithms [49].

852C. Cloud Computing
853SG enables distributed and renewable energy genera-

854tion though real-time management to meet demands in a

855timely manner. Cloud computing has been a very recent

856paradigm in which services such as computation, storage,

857and network are packaged as computing resources [50].
858Cloud computing brings out benefits such as on-demand

859self-service, resource pooling, however elasticity through

860use of a cloud service raises security and privacy issues.

861This concept has already been adopted in dynamic pay-

862per-use pricing modeling for regulation [51], and the first

863cloud-based smart metering system was developed in

864Denmark for small utilities and communities. There are

865also initiatives worldwide, for example, U.K. Smart En-
866ergy Cloud, to support the United Kingdom’s smart me-

867ter implementation program, which is expected to roll

868out more than 50 million meters throughout the country.

869The solution is expected to provide for more accurate

870billing, greater smart grid functionality, and other bene-

871fits. There have also been some cloud platforms devel-

872oped for power systems, e.g., IBM Coremetrics and

Fig. 4. Energy ecosystem.
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873 Google BigQuery. A cloud-based software platform for
874 data-driven analytics [35] was developed as a part of the

875 Los Angeles Smart Grid Project. The benefits of cloud

876 computing include easy management, cost reduction, un-

877 interrupted services, disaster management, and green

878 computing [50]. The key challenge is the security and

879 privacy issue where confidential data may be handed

880 over to the third party service providers resulting in ex-

881 posure of confidential information to outsiders. These
882 complex issues will need to be addressed from a broad

883 scope of perspectives, such as legislative, regulatory, and

884 operational viewpoints [52], which will have impact on

885 architecture and design, information science, and engi-

886 neering aspects of SG.

887 D. Internet of Things
888 Internet of Things (IoT) is considered the expansion
889 of the Internet services due to the proliferation of RFID,

890 sensors, smart devices, and “things” on the Internet [53].

891 IoT is expected to grow to 50 billion connected devices

892 by 2020 [54].

893 SG has a communication network that connect all the

894 energy-related equipment of the future, from the trans-

895 mission and distribution power infrastructure, electrical,

896 water, gas, and heat meters, to home and building auto-
897 mation. Effective functioning of the SG can be achieved

898 by using the IoT computing paradigms as a dynamic

899 global network infrastructure with self-configuring capa-

900 bilities based on standard and interoperable communica-

901 tion protocols. Here physical and virtual “things” have

902 identities, physical attributes, virtual personalities, and

903 user intelligent interfaces, and are seamlessly integrated

904 into the IoT network [1]. The connectivity and accessibil-
905 ity that the IoT brings in further enhances customer ex-

906 perience and efficiencies allowing greater interaction

907 and control for consumers. Additionally, IoT delivers

908 more data for manufacturers and utility providers to re-

909 duce costs through diagnostics and neighborhood-wide

910 meter reading capabilities. Ultimately, the IoT will be in-

911 strumental in building a more connected, cost-effective,

912 and smarter SG.
913 There are three challenges in application of IoTs: the

914 “things” need to be identified uniquely and tracked with

915 their IDs through sensors and pervasive technologies. So-

916 phisticated sensing and computing devices are required

917 to enable various “things” to be connected globally and

918 information/data collected be transmitted out; From the

919 Internet viewpoint, the objects whether physical or cy-

920 ber, need to work on an IP platform on which they can
921 communicate and work together; the diverse data of ho-

922 mogeneous and heterogeneous types need to be interop-

923 erable under a unified semantic platform for effective

924 data fusion [52]. Such an attempt has already been

925 made, for example, in [56], an IoT architecture was pro-

926 posed for SGs which consists of four components: intelli-

927 gent electric transmission, substation, distribution, and

928usage, which are connected through an electric power
929central (wide area) network.

930In SG environments, IoT represents a vast network of

931anything that is part of the power system. Such an envi-

932ronment was also named as the Internet of Energy [57].

933However, due to the fact that physical laws governing

934electric flows are different from those for information

935flow, and electricity is indistinguishable between sources,

936and because of the physical and chemical transformation
937from primary sources to end use, it may be more appro-

938priate to refer to such an environment as a cyber energy

939system in the context of the broader energy ecosystem to

940capture the landscape of the vast areas and aspects in in-

941formation and physical layers covered. The information

942security and stringent real-time responsiveness of SG

943may still require closed, specialized communication net-

944works separate from the public communication networks
945which are prone to cyber attacks and are poor in real-

946time responses. Greater integration of the Internet and

947specialized, closed, secure communication networks will

948accommodate the need for security and reliability of SG,

949as well as the need for effective architecture and design

950to enable interaction and communication between stake-

951holders across social, economic, and environmental do-

952mains to achieve collective goals in an optimal manner.

953E. Network Science
954In recent years, network science, which is defined as

955the study of network representations of physical, biologi-

956cal, and social phenomena leading to predictive models

957of these phenomena by the U.S. National Research

958Council, has attracted increasing attention. It studies

959complex networks found in natural and man-made sys-
960tems such as communication networks, biological sys-

961tems, social networks, computer networks, and power

962networks. Complex networks research draws theories

963and methodologies from a wide range of areas such as

964graph theory, statistics, mechanics, data mining, and so-

965ciology [58]. The essence of this theory is to study the

966subject system from the aspects of structure, topology,

967and dynamical function of a collection of nodes and links
968without relying heavily on the dimensionality of the sys-

969tem which is usually focused on existing theories such as

970control and optimization theories. Typical complex net-

971works include regular networks, random networks,

972small-world networks, and scale-free networks. Such a

973theory has found its application in the vulnerability anal-

974ysis of the power network [59], [60].

975The new way of thinking embedded in the complex
976network theories is to consider the connectivity, topologi-

977cal structures, and strengths of connections as key factors

978to understand, model, and manage the networks without

979bogging down with the huge dimensionality and complex-

980ity, which are usually NP-hard problems [58]. This may

981result in achieving close-to-ideal modeling or control ef-

982fects focusing only on few drive nodes [61] or few smaller
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983 subnetworks so that modeling, optimization, and control
984 tasks for complex networks can be performed much fas-

985 ter and simpler. Some exploitation of this idea has been

986 implemented in pinning control of complex networks

987 (taking advantage of the topological structure of the net-

988 work to simplify the analysis and control design) [62].

989 However, the existing results suffer from several prob-

990 lems: 1) the node dynamics are homogeneously simplis-

991 tic, usually linear systems of same dimensions which are
992 far from reality; 2) the links are static where in SGs the

993 links can be dynamic; 3) the complex networks them-

994 selves are not heterogeneous where in SGs there are

995 mixes of dynamic, static, nonlinear models intercon-

996 nected; and 4) there is also an aspect of network of net-

997 work where the power networks have different layers of

998 functional networks acting upon the physical energy net-

999 work system such as telecommunication, smart meter,
1000 and demand-side management networks, which have not

1001 been studied before. The aforementioned issues are fron-

1002 tiers in complex networks, SGs, and CPSs; solving them

1003 will have significant impact on these areas individually

1004 and as a whole. For example, SG architecture design can

1005 use network topological information for differential treat-

1006 ment of components upon their importance. Such infor-

1007 mation can also be used to discriminate less important
1008 components to deliver time-critical information science

1009 and engineering technologies.

1010 F. Legislation and Regulation
1011 As SG becomes an increasingly important develop-

1012 ment across the globe, legislators and regulators in vari-

1013 ous countries are considering possible implementation

1014 barriers based on numerous analyses done, which are dif-
1015 ferent from country to country and have different fo-

1016 cuses. For example, in the United States and Europe, the

1017 barriers are both legislative and regulative [63], [64],

1018 while in developing countries such as China, the focus is

1019 placed more on regulations and standards which aim to

1020 enable the SG to function seamlessly.

1021There are a broad range of issues concerning SG’s up-
1022take as a national infrastructure, most of which are

1023closely related to cyber–physical aspects of SGs, for ex-

1024ample, stakeholder participation and incentives for

1025demand-side response, legal barriers to the SG develop-

1026ment, and regulatory instruments to facilitate it. In here,

1027we mainly focus on legislative and regulatory issues

1028closely related to the two key central aspects of this pa-

1029per: architecture and design, and information science
1030and engineering. For architecture and design, the chal-

1031lenges include legislative encouragement for SG develop-

1032ment and regulatory requirements for standards, models,

1033and architectures that enable interoperability and inter-

1034connectivity, data collection and handling, cyber and net-

1035work security, compliances of enabling ICT such

1036software platforms, hardware infrastructure and devices,

1037as well as legal responsibilities of various stakeholders
1038such as vendors and prosumers. For information systems

1039and engineering, there are outstanding legal and regula-

1040tory issues concerning data access, data provision, data

1041privacy, software/hardware liabilities, and automated de-

1042cision making. They are expected to be treated differ-

1043ently within the legislative and regulatory frameworks of

1044individual countries. h

1045VI. CONCLUSION

1046In this paper, we have presented an overview of the chal-

1047lenges in SGs from a CPS perspective. We have outlined

1048potential contributions that CPSs can make to SGs, as

1049well as the challenges that SGs present to CPSs. We have

1050particularly discussed the impact of the latest frontier

1051technologies on SGs, including big data, cloud comput-

1052ing, the Internet of Things, and network science as well

1053as challenges in legislation and regulation A number of
1054open questions have also been posed which will be im-

1055portant for future developments of SGs, CPSs, as well as

1056the energy ecosystem as a whole.
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